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Model-based control and monitoring such as feed-forward/feedback control, fault detection and isolation (FDI), and fault-tolerant control (FTC) techniques that utilize Lyapunov-based control laws are implemented on a high recovery reverse osmosis desalination plant model. A detailed mathematical model of a high recovery reverse osmosis plant is developed. This model incorporates the large spatial variations of concentration and flow rate that occur in membrane units during high recovery operation. Bounded nonlinear feedback and feed-forward controllers are developed and applied to this system. The application of these controllers with FDI and FTC is demonstrated in the context of a high recovery reverse osmosis process simulation. The first set of simulations demonstrates the ability to compensate for the effects of large time-varying disturbances in the feed concentration on specific process outputs with and without feed-forward control. The second set of simulations demonstrates the ability of FDI and FTC techniques to recover desired plant operation subject to actuator failures.

1. Introduction

System automation and reliability are crucial elements of any modern reverse osmosis (RO) plant. The operational priorities are personnel safety and product water quality, while also meeting environmental and economic demands. It is highly desirable to operate RO processes at high recovery, where most of the feedwater volume is processed to low salinity product water, due to decreased environmental and economic costs associated with brine disposal.18,27 Automated RO plants that operate at high recovery, however, can become more vulnerable to disturbances in feedwater quality, total dissolved solids (TDS) concentrations, and temperature. Such disturbances often appear in usual feedwater sources, due to temporal and spatial variations.2,9 These disturbances can cause undesirable behavior in product flow rate, internal system pressure, and brine flow rate. Automated RO systems are also vulnerable to actuator failures, such as actuated pumps or valves that may not operate in the expected manner. It is critical to be able to quickly pinpoint the location of a fault and take action before it propagates and disturbs overall RO plant operation.

Several contributions have been made in the literature to automatic control of RO systems. The first paper which proposed an effective closed-loop control strategy for RO utilized multiple single-input single-output (SISO) classical (i.e., proportional, integral, derivative (PID)) control loops.3 Within a model-based control setting, step tests were used to perform system identification, resulting in a model that is a linear approximation around the operating point. The control algorithm of model predictive control (MPC) was applied to the resulting linear model.1,29 Experimental system identification and MPC applications can also be found in the literature.4,7 Additional work17,20 implements feedback control on RO desalination systems, powered by renewable energy sources, in the form of digital on/off switching. Some hybrid systems modeling and control work has also been done.14 A steady state model similar to the one developed in this work can be found in the literature.11 In addition to these results, there has been recent work by the authors2 to apply MPC methodologies to an RO desalination system that undergoes feed flow reversal. MPC is implemented to transition optimally from a normal high-flow operating point to a low-flow operating point where it is safe to reverse the flow. Despite these efforts, at this stage there has been no work on model-based control for high recovery RO processes with emphasis on compensation of feedwater variability.

Fault-tolerant control (FTC) structures are based on an underlying assumption that there are more control configurations available than required for the given process.30,31 The use of the minimum number of control inputs is desirable to minimize unnecessary control action. FTC, in this case, can be achieved through reconfiguration of the control loops in the event of faults. To implement FTC structures on an RO system, first it is necessary to detect and isolate failure events. The results from Mhaskar et al.25 can be directly applied in order to implement fault detection and isolation (FDI) schemes on an RO system. Other FTC results relevant to this work can be found in the literature.15,23,24 The authors also have preliminary results on FTC of RO systems to handle actuator faults.22

The goal of this work is to develop model-based nonlinear feed-forward/feedback control structures for high recovery RO desalination systems while accounting for such practical issues as sampled and noisy measurements, large time-varying disturbances, and actuator faults. In order to accomplish this goal a detailed mathematical model of a high-recovery RO plant is first developed. This model adequately describes the evolution of process states in time, and it also accounts for the spatial variation of TDS and flow rate inside the membrane units. Most RO models simple enough for control design purposes16 consider a well mixed model with a single value for concentration on the retentate side of the membrane. However, under high recovery operation the gradients along the length of the membrane unit can be quite significant. As fluid flows axially along the module the bulk concentration increases, the flow rate decreases, and the local permeate flux decreases.11 The model developed in the present work includes appropriate differential equations in space that account for these gradients. A Lyapunov-based nonlinear controller10,12 is then applied to this high recovery RO model. One of the main objectives of a controller in high recovery RO is to reject disturbances caused by
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feedwater variation. Feed disturbances could cause undesired fluctuations in the product flow rate or the internal pressure. To accomplish disturbance rejection, the control law includes both feedback and feed-forward components (i.e., measurement of feed concentration fluctuations). The feedwater stream concentration can easily be measured in practice, so the first set of simulations presented in this work explore the ability of the proposed control method to reject such disturbances. Another objective is to detect and isolate actuator faults as soon as possible. A second set of simulations demonstrate how FDI and FTC can be applied to this system and how appropriate action can be taken to maintain desired system operation when a fault occurs in the control actuators.

2. Process Description and Modeling

Figure 1 shows a schematic of an elementary RO desalination process. This is a single-stage RO system with no pre-treatment or post-treatment units. Feed brackish water or seawater enters the system through a high pressure pump. This high pressure water then flows across an RO membrane, and low salinity product water permeates through the membrane. Concentrated brine then exits the membrane module and passes through a throttling valve to be discharged at atmospheric pressure. The RO plant consists of a high pressure pump, two automated valves, a spiral wound membrane unit, required plumbing, and tanks. The valve settings can be manipulated in real time based on measurement information which includes the flow velocities and feed concentration.

The first principles model of this system is based on a macroscopic kinetic energy balance, a local mass balance, and a microscopic mass shell balance. This model assumes an incompressible fluid and constant internal volume and mass. It is assumed that the water in the module travels in a plug flow with no back-mixing or axial diffusion. It is also assumed that the osmotic pressure can be related to the TDS at the membrane surface.21 Skin friction through the piping and the membrane module are considered negligible relative to the hydraulic losses in the throttling valves and across the membrane. The energy balance consists of two nonlinear ordinary differential equations (ODEs) in time where the velocities of the bypass and retentate stream are the states. Each ODE is a differential equation (ODE) in time where the velocities of the throttling valves and across the membrane.

Figure 1. Single-stage high recovery RO membrane desalination process. The two actuated valves, retentate valve and bypass valve, act as manipulated inputs.

where \( \nu_b \) is the bypass velocity, \( \nu_r \) is the retentate velocity, \( A_p \) is the pipe cross sectional area, \( V \) is the total internal volume, \( \rho \) is the fluid density, and \( P \) is the internal pressure. \( \varepsilon_1 \) and \( \varepsilon_2 \) are friction loss factors for the actuated valves and act as manipulated inputs. The two ODEs of eq 1 are not explicitly coupled; however, coupling does occur through the pressure term, \( P \). The pressure, \( P \), of the RO system is an algebraic variable which is an implicit nonlinear function of \( \nu_b \) and \( \nu_r \) for which there exists no differential equation in time. \( P \) is assumed to be space independent throughout the high pressure region by neglecting skin friction. Specifically, \( P \) at each time is obtained via solving a local mass balance and a microscopic mass shell balance along the length of the membrane module in space. The local mass balance around the bypass line and feed line junction allows the calculation of the feed velocity to the membrane module, \( \nu_{mf} \), given the bypass and retentate velocities from eq 1:

\[
\nu_b = \frac{A_p}{\rho V} \left( P - \frac{1}{2} \nu_r^2 \varepsilon_1 \right) \\
\nu_r = \frac{A_p}{\rho V} \left( P - \frac{1}{2} \nu_r^2 \varepsilon_2 \right)
\]

\[ (1) \]

\[
\nu_r = \nu_b + \nu_{mf}
\]

\[ (2) \]

where \( \nu_r \) is the constant velocity of the feed stream.

It is critical in a high recovery system, where the concentration and velocity in the module change significantly along the axis of flow, to accurately describe the concentration and velocity profiles along the membrane module. In order to model these profiles a shell balance is performed across the length of the membrane module to generate a two state ODE system in space. To clarify how this model is developed, an expanded view of an unwound spiral-wound membrane module and a drawing depicting typical concentration and velocity profiles in a module can be seen in Figure 2. The internal compartment of the membrane module is simplified to a rectangular space. A steady state shell balance is performed on this space assuming radially well mixed plug flow. This steady state approximation is made under the assumption that disturbances on the system will act on a much slower time scale than the residence time in the membrane unit. The shell balances are based on the conservation of TDS mass and water mass inside the membrane module. The differential volume for the shell balance has the dimensions \( W \) by \( H \) by \( \delta z \), where \( \delta z \) is an infinitesimal length in the \( z \) direction. \( W \) is the membrane width (\( W = A_m / L \), \( A_m \) is the membrane area and \( L \) is the membrane length), and \( H \) is the channel height. The derivation assumes that dissolved solids
are completely rejected and that only water permeates the membrane at a flux approximated by $J_w = K_m(P - K_{am}C_z)$, where $J_w$ is the permeate flux, $K_m$ is the overall mass transfer coefficient, $K_{am}$ is a constant that relates $C_z$ to osmotic pressure, and $C_z$ is the concentration along the $z$-axis in the membrane. The result of the shell balance is the following two coupled ODEs in space and three boundary conditions (owing to the fact that $P$ is an algebraic variable):

$$\begin{align*}
\frac{dC_z}{dz} &= \frac{C_z}{\nu_z} \frac{K_m(P - K_{am}C_z)}{\rho H} \\
\frac{d\nu_z}{dz} &= -\frac{K_m(P - K_{am}C_z)}{\rho H} C_z(z = 0) = C_i \\
\nu_z(z = 0) &= \alpha \nu_{inf} \\
\nu_z(z = L) &= \alpha \nu_f 
\end{align*}$$

(3)

where $z$ is the direction of flow through the membrane, $\nu_z$ is the velocity of flow in the membrane along the $z$-axis, and $H$ is the height of the membrane channel. The boundary conditions arise when eq 3 is coupled with eqs 1 and 2. Equation 3 is solved at each time step as we integrate eq 1 in time. The solution to the ODEs of eq 3 is complicated by the fact that they must satisfy three boundary conditions, two at the inlet, and one at the outlet owing to the fact that $P$ is an unknown algebraic variable. The feed concentration, $C_i$, represents a boundary condition at $z = 0$ (at the membrane inlet) provided as a time varying parameter. The feed velocity to the module, $\nu_{inf}$, provides the velocity boundary condition at $z = 0$. Retentate velocity, $\nu_f$, provided from eq 1, is a boundary condition at the membrane outlet, $x = L$, where $L$ is the membrane length in the $z$ direction. The parameter $\alpha$ is the ratio of the pipe cross sectional area to the membrane channel cross sectional area. Pressure is the unknown variable in time that must be adjusted in order to find the solution to eq 3. The solution to eq 3 is found at each time by using a type of shooting method where the system pressure is adjusted until all three boundary conditions are satisfied. This system pressure is then substituted into eq 1 for the next step of integration forward in time.

**Remark 1.** The model of eqs 1–3 can be expanded in several ways to improve the accuracy at the expense of greater model complexity. The pressure, for example, is taken as constant along the length of the membrane module at a specific time instant. However, in a real system there is a minor pressure loss due to skin friction and the pressure will decrease in the $z$ direction. The model could be expanded to handle this by deriving an ODE that describes $dP/dz$ and including it in eq 3. The same solution algorithm would be used, but a guess value for $P(z = 0)$ should be used in the place of $P$ in step 2. Another improvement to the model would be to use transient PDEs to describe the velocity and concentration profiles. This would effectively remove the steady state approximation in eq 3 and would make the model dynamics more accurate on time scales shorter than the membrane residence time. The model could also be expanded to include the concentration gradient in the $y$ direction (the gradient from the bulk solution to the membrane surface), thus giving a more accurate osmotic pressure and product flux. The osmotic pressure term could also be expanded algebraically to include the effects of temperature. There are also other minor modeling improvements that could be made, but the goal is to obtain a model that is computationally tractable yet accurate enough to synthesize model-based feedback control laws.

**3. RO Process Model Solution Algorithm**

A step-by-step discussion of the algorithm used to compute the solution of the open-loop model of eqs 1–3 is presented to clarify the method employed in this work. An assumption is made that the profiles of $C_z$ and $\nu_z$ change only with respect to $z$ within each integration step in time; this assumption can be satisfied by picking the time step of integration to be sufficiently small. It is also assumed that $C_i$ changes slowly relative to the residence time in the module which is a reasonable assumption for any real RO process. This allows the independent solution of eq 3 at each time step. A large well-mixed holding tank placed before the feed can act as a low-pass filter to eliminate fast time-scale disturbances.

In order to solve the system of equations presented in eqs 1–3 numerically, the following algorithm is applied.

1. Initial conditions for $v_b$ and $v_i$ are chosen.
2. $v_{inf}$ is computed from eq 2.
3. Given $v_{inf}$, $C_i$, and a guess value for $P$, a solution to eq 3 is computed numerically.
4. The resulting $\nu_z(z = L)$ is compared to $\alpha \nu_i$, and $P$ is adjusted via shooting method until $\nu_z(z = L)$ is equal to $\alpha \nu_i$.
5. The value of $P$ resulting from step 4 is used in eq 1 to integrate numerically one step forward in time.
6. The results of step 5 provide updated values of the states, $v_b$ and $v_i$, and the algorithm returns to step 1 using these values as new initial conditions. This process is repeated until the desired integration time is reached.

The open-loop simulation results can be seen as the solid lines in Figures 4–7 for the parameters in Table 1. The simulation is run at high recovery (just over 90% recovery) for a time of 24 h with a time varying disturbance on $C_i$ as defined in Figure 3. This disturbance was generated from sinusoidal functions and autocorrelated noise to give an approximation of disturbances encountered in practice. It can be seen that $v_b$ and $v_p$ oscillate due to the disturbance, but the oscillations are not large relative to the steady state values for these states. However, Figure 6 shows wide swings in the internal pressure for the open-loop case. This type of behavior could lead to safety issues if the pressure exceeds the safety rating of hoses, fittings, or...
pressure vessels. This motivates the use of feedback control to reduce the effects of feed disturbances on the process.

4. Feedback Controller Synthesis

The potential manipulated inputs to the system are the friction loss factors for the valves \((e_{v1} \text{ and } e_{v2})\). Valves can be manipulated in practice by an automated electric motor that partially opens or closes the valves. The measured outputs are the bypass velocity \((V_b)\), retentate velocity \((V_r)\), and internal pressure \((P)\). The superscript ss corresponds to the high recovery steady state values for this system when \(C_f^{ss} = 10 \, 000 \, \text{mg/L}\), corresponding to a brackish feedwater source. Operation at this point provides a recovery of 91%.

One control objective is to stabilize the process at the desired retentate velocity, \(V_r\), and operating pressure, \(P\), in the presence of large time varying disturbances in the feed concentration \(C_f\). This configuration would be used on a system that operates close to the maximum allowable internal pressure. The internal pressure often needs to be below a specified value for safety reasons (safety ratings for fittings and pressure vessels), and at high recovery an RO plant may operate close to this safety threshold. Another control objective could be to stabilize the process at the desired retentate velocity, \(V_r\), and the desired product flow rate, \(V_p\). This type of disturbance rejection may be used on RO systems that are designed for extremely high pressures and allows for a consistent delivery of product water. The controller will use both \(e_{v1}\) and \(e_{v2}\) as manipulated inputs.

To present the controller design method in a concise form, the model of eq 1 is written in a deviation variable form around

\[
\begin{align*}
\frac{\text{dev. }}{\hat{V}_b} & = K_m \hat{P} + K_{\hat{V}_r} \hat{V}_r + K_{\hat{V}_b} \hat{V}_b + K_{\hat{e}_{v1}} \hat{e}_{v1} + K_{\hat{e}_{v2}} \hat{e}_{v2} \\
\frac{\text{dev. }}{\hat{V}_r} & = K_{\hat{V}_r} \hat{V}_b + K_m \hat{P} + K_{\hat{V}_r} \hat{V}_r + K_{\hat{V}_b} \hat{V}_b + K_{\hat{e}_{v1}} \hat{e}_{v1} + K_{\hat{e}_{v2}} \hat{e}_{v2} \\
\frac{\text{dev. }}{\hat{V}_p} & = K_{\hat{V}_p} \hat{V}_b + K_{\hat{V}_r} \hat{V}_r + K_m \hat{P} + K_{\hat{V}_b} \hat{V}_b + K_{\hat{e}_{v1}} \hat{e}_{v1} + K_{\hat{e}_{v2}} \hat{e}_{v2} \\
\frac{\text{dev. }}{\hat{P}} & = K_{\hat{P}} \hat{V}_b + K_{\hat{V}_r} \hat{V}_r + K_m \hat{P} + K_{\hat{V}_b} \hat{V}_b + K_{\hat{e}_{v1}} \hat{e}_{v1} + K_{\hat{e}_{v2}} \hat{e}_{v2} 
\end{align*}
\]

<table>
<thead>
<tr>
<th>Table 1. Process Parameters and Steady State Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho) = 1000 kg/m(^3)</td>
</tr>
<tr>
<td>(V) = 0.1 m(^3)</td>
</tr>
<tr>
<td>(v_f) = 4.0 m/s</td>
</tr>
<tr>
<td>(A_p) = 1.27 cm(^2)</td>
</tr>
<tr>
<td>(A_m) = 13 m(^2)</td>
</tr>
<tr>
<td>(K_m = 9.218 \times 10^{-9}) s/m</td>
</tr>
<tr>
<td>(K_{\hat{V}_r} = 78.7) Pa/(mg/L)</td>
</tr>
<tr>
<td>(C_f) = 10000 mg/L</td>
</tr>
<tr>
<td>(H) = 1.0 mm</td>
</tr>
<tr>
<td>(L) = 5.0 m</td>
</tr>
<tr>
<td>(\alpha) = 0.049</td>
</tr>
<tr>
<td>(C_f^{ss}) = 10000 mg/L</td>
</tr>
<tr>
<td>(e_{v1}^{ss}) = 3.57 \times 10^7</td>
</tr>
<tr>
<td>(e_{v2}^{ss}) = 1.92 \times 10^8</td>
</tr>
<tr>
<td>(\hat{v}_f) = 0.7 m/s</td>
</tr>
<tr>
<td>(\hat{v}_r) = 0.3 m/s</td>
</tr>
<tr>
<td>(\hat{v}_p) = 3.0 m/s</td>
</tr>
<tr>
<td>(P^{*}) = 8.61 \times 10^6 Pa</td>
</tr>
</tbody>
</table>
the desired steady state. The states are defined as \( x = [x_1, x_2]^T \) where \( x_1 = \nu_b - \nu_b^f \) and \( x_2 = \nu_v - \nu_v^f \). The plant can then be described by the following nonlinear continuous-time ODE system:

\[
\dot{x}(t) = f(x(t)) + g(x(t)) u(t) + w(x(t)) d(t) + \nu(t)
\]

\[
\left| \nu(t) \right| \leq u_{\text{max}}
\]

where \( x(t) \in \mathbb{R}^2 \) denotes the vector of process state variables, \( u(t) \) is a vector of inputs where \( u(t) = [u_1, u_2]^T \) \( u(\cdot) \in [-u_{\text{max}}^u, u_{\text{max}}^u] \subset \mathbb{R} \) denotes the \( i \)th constrained manipulated input, \( u_{i}(t) = e_{i1} - e_{i1}^f \) and \( u_{i2}(t) = e_{i2} - e_{i2}^f \) and \( d(t) \) denotes the disturbance on the system, \( d(\cdot) = \Delta \). The disturbance in this system originates from the feed concentration, \( C_f \), but \( d(t) \) is expressed in terms of \( P \) because \( C_f \) acts on \( P \) in an algebraic fashion through eq 3. The control objective is to maintain the outputs at their desired values in the presence of large time varying disturbances on the feed concentration. The state feedback control problem where measurements of all process states are available for all times is considered because velocities, \( v_b \) and \( v_v \), can be readily measured in practice. The disturbance, \( d(t) \), is available as a measurement of \( C_f \) and \( C_v \) can be used to calculate \( P \) and, hence, \( d(t) \). Since \( d(t) \) is readily available, \( \hat{f}(x(t)) = f(x(t)) + w(x(t)) d(t) \) is defined.

Next, a Lyapunov-based nonlinear feedback controller that enforces asymptotic stability in the presence of actuator constraints is synthesized. First, a quadratic Lyapunov function of the form \( V_1 = x^T P_1 x \) is defined where \( P_1 \) is a positive-definite symmetric matrix. This Lyapunov function is used to synthesize a bounded nonlinear feedback control law \(^{10,13,19}\) of the form

\[
u_k = -r(x, u_{\text{max}}) L_s^v V_L
\]

where

\[
r = \frac{L_s^v V_L + \sqrt{(L_s^v V_L)^2 + (u_{\text{max}} L_s^v V_1)^2}}{L_s^v V_L (1 + \sqrt{(u_{\text{max}} L_s^v V_1)^2})}
\]

and \( L_s^v V_1 = L_s V_1 + \alpha V_1, \alpha > 0. \) The scalar function \( r(\cdot) \) in eqs 5 and 6 can be considered as a nonlinear controller gain.

If the value of \( d(t) \) is available at each time the Lyapunov-based feedback controller of eqs 5 and 6 employs a feed-forward compensation component. In this case the controller is updated with the latest disturbance information to reject the effects of the disturbance on the states, \( v_b \) and \( v_v \). In practice it is possible to use a conductivity meter in the feed line to get real-time measurements of the disturbance. However, if the value of \( d(t) \) is not available for measurement at each time, \( P = P_{\text{max}} \) for the control law and the controller acts in a standard Lyapunov-based feedback manner using a nominal value for \( d(t) \). In this case, control action is not taken until the states have moved away from the steady state values due to the disturbance, and the control action does not completely compensate for the disturbance.

5. FDI and FTC

In addition to feedback control and disturbance compensation, the problem of actuator FTC and FDI is also addressed. Given the properties of the dynamic model of eqs 1–3, it can be shown that the primary control configuration with \( e_{11} \) and \( e_{12} \) as manipulated inputs satisfies the requirements of achieving FDI of actuator faults (see Mhaskar et al.\(^{25}\) for details). This section presents the methods used to implement fault detection and isolation and fault-tolerant control (FDIFTC) on this high recovery RO process. First, the existence of fall-back control configurations is discussed. Next, the construction and explicit forms of FDI filters for the primary configuration are presented. Finally, a switching law that orchestrates the reconfiguration of the control system in a way that provides closed-loop stability in the event of actuator failures is presented.

5.1. Fall-Back Control Configurations. In order to carry out FTC there must be some redundant control inputs that can be used to control the system in the event of a failure. For this RO system let the initial control configuration, \( k(t = 0) = 1 \), be the primary configuration with \( e_{11} \) and \( e_{12} \) as manipulated inputs. For the first fall-back configuration consider the system shown in Figure 1 with an identical fall-back actuator for the retentate valve, \( e_{21}^b \). Flow can be diverted from the primary retentate valve \( (e_{21}) \) to the fall-back retentate valve \( (e_{21}^b) \) through the use of simple on/off valves. Let \( k = 2 \) be this fall-back configuration with \( e_{11} \) and \( e_{21}^b \) as manipulated inputs. For the second fall-back configuration consider the RO system with an additional fall-back valve for the bypass. Let \( k = 3 \) be the fall-back configuration with \( e_{11} \) and \( e_{22} \) as the manipulated inputs.

5.2. FDI Filters. The FDI filters should enable the detection and isolation of an actuator fault by observing the behavior of the closed-loop process. This is done by using real-time measurements of system states to decouple the ODEs in time. The FDI filter design for the primary control configuration takes the form

\[
\frac{d \tilde{\nu}_b}{dt} = \frac{A}{P} (\tilde{P}_1 - 1/2 \tilde{P}_1^2 e_{11}), \quad \tilde{\nu}_b(0) = \nu_b(0)
\]

\[
\frac{d \tilde{\nu}_l}{dt} = \frac{A}{P} (\tilde{P}_2 - 1/2 \tilde{P}_2^2 e_{12}), \quad \tilde{\nu}_l(0) = \nu_l(0)
\]

\[
r_b = \left| \tilde{\nu}_b - \tilde{\nu}_l \right|
\]

\[
r_l = \left| \nu_l - \tilde{\nu}_l \right|
\]

where \( \tilde{\nu}_b \) and \( \tilde{\nu}_l \) are the FDI filter states for the bypass and retentate velocity, respectively. \( r_b \) is the residual associated with the bypass valve, and \( r_l \) is the residual associated with the retentate valve. \( \tilde{P}_1 \) is a function of \( \tilde{\nu}_b \) and \( \tilde{\nu}_l \). \( \tilde{P}_1 \) and \( \tilde{P}_2 \) are calculated for each time using the above algorithm and eqs 2 and 3 with the appropriate values for \( v_b \), \( v_v \), and/or \( v_l \). The filter states are initialized at the same value as the process states \( (\tilde{\nu}(0) = \nu(0)) \) and essentially predict the evolution of the process in the absence of actuator faults. The residual associated with each manipulated input captures the difference between the predicted evolution of the states in the absence of a fault on that actuator and the evolution of the measured process state. If a given residual becomes nonzero, a fault is declared on the associated input. For a detailed mathematical analysis of the FDI properties of the filter, the reader may refer to Mhaskar et al.\(^{25}\)

5.3. Fault-Tolerant Supervisory Switching Logic. The next step is to design a switching logic that the plant supervisor will use to decide what fall-back control configuration to implement given an actuator failure. The supervisor should only implement those configurations that do not utilize a failed actuator. Let \( T_{\text{fault}} \) be the time of an actuator failure, and \( T_{\text{detect}} \) be the earliest time at which the value of \( r_i(t) > \delta r_i > 0 \) (for the \( i \)th input where \( \delta r_i \) is the \( i \)th detection threshold). The switching rule given by

\[
k(t \geq T_{\text{detect}}) = 2 \quad \text{if} \quad r_i(t) > \delta r_i
\]

\[
k(t \geq T_{\text{detect}}) = 3 \quad \text{if} \quad r_i(t) > \delta \tilde{\nu}_b
\]

guarantees asymptotic closed-loop stability if the new configuration does not include any faulty actuators. The switching law requires monitoring of FDI filters and activation of a fall-back control configuration when a threshold is exceeded.
Remark 2. In general when considering FDI and FTC for a nonlinear system using the framework proposed in Mhaskar et al.\textsuperscript{25} one needs to account for the stability region of each bounded control configuration and switch only to a control configuration that guarantees stability. However, in the case of an RO system, stability is not the focus because the system is inherently very stable even when operated open-loop and converges quickly to the steady state equilibrium point. Therefore, the main goal of feedback control in the RO application is not to enforce stability on the system but to improve performance and handle events such as actuator faults and feed disturbances.

6. Simulation results

The simulation results section is divided into two subsections where the first subsection considers a large time-varying disturbance on the feed concentration, as shown in Figure 3, and the second subsection considers actuator failures in addition to this disturbance. Time varying disturbances in the feed concentration tend to occur on a long time scale (hours or days); however, failures in the actuators are often sudden and propagate quickly (on the order of 1 s or less).

6.1. Large Time Varying Disturbance. This section considers the application of three different nonlinear control algorithms to handle a large time-varying disturbance in the feed concentration, \( C_f \). Proportional/integral (PI) control is also implemented on the system as a point of comparison.

6.1.1. PI Feedback Control: \( P \) and \( V_r \) are the Controlled Outputs. The first simulation scenario involves using two PI loops to handle the time varying disturbance on the feed concentration, as shown in Figure 3. The first PI loop uses the bypass valve to control the value of the term \( P \). For the first loop the measurement is \( P \), and the manipulated input is \( e_{v1} \). The second PI loop uses the retentate valve to control the state \( V_r \). For the second loop the measurement is \( V_r \) and the manipulated input is \( e_{v2} \). The proportional gain, \( K \), and the integral time, \( \tau_I \), could not be tuned using standard tuning methods as in\textsuperscript{26,28} because of nonlinearities and the coarse grained sampling time. For this reason, the gains and integral time constants were determined through trial and error runs. The system has a sampling time of 60 s, and the controller implementation is sample and hold. The results can be seen in Figures 8–12. While PI control is able to reject the disturbance under some conditions, it ultimately fails to keep \( P \) and \( V_r \) at the desired values due to the time varying nature of the disturbance.

6.1.2. Feedback Control: \( V_b \) and \( V_r \) are the Controlled Outputs. This simulation scenario involves using the Lyapunov-based control law presented in eq 5. This scenario considers

![Figure 8](image-url). Bypass velocity, \( v_b \), profiles versus time; open-loop (solid line) and under PI control with \( P \) and \( V_r \) as controlled outputs (dotted line).

![Figure 9](image-url). Retentate velocity, \( v_r \), profiles versus time; open-loop (solid line) and under PI control with \( P \) and \( V_r \) as controlled outputs (dotted line).

![Figure 10](image-url). Internal pressure, \( P \), profiles versus time; open-loop (solid line) and under PI control with \( P \) and \( V_r \) as controlled outputs (dotted line).

![Figure 11](image-url). Product velocity, \( V_p \), profiles versus time; open-loop (solid line) and under PI control with \( P \) and \( V_r \) as controlled outputs (dotted line).
the same dynamic disturbance as in the previous case, where \( C_t \) varies with time according to Figure 3. The states, \( V_b \) and \( V_r \), are sampled at a rate of one measurement per 60 s which is well within the capabilities of existing sensing systems. The control action for the manipulated inputs is computed once per 60 s based on these measurements. This control action is implemented for the duration of the sample time, which is 60 s, and under feed-forward/feedback control with \( V_b \) and \( V_r \) as controlled outputs (dotted line).

6.1.3. Feed-Forward/Feedback Control: \( V_b \) and \( V_r \) are the Controlled Outputs. The second simulation scenario involves using the Lyapunov-based control law presented in eq 5, with model-based feed-forward compensation. This technique takes advantage of the dynamic model and the ability to measure \( C_t \) to produce better closed-loop system performance. For this scenario the time varying nature of \( C_t \) is the same as in the open-loop case. Measurements of the states and of the disturbance, \( C_t \), are sampled at a rate of one per 60 s. At each sampling time a control action is computed and implemented in a sample-and-hold fashion. At each sampling time eqs 1–3 are solved for the parameters contained in \( f(x(t)) \) corresponding to the current \( C_t \) value and the desired \( V_p \) and \( V_t \) values. This can be done with the following steps:

1. Choose set points for \( V_b \) and \( V_r \), in this case 0.7 and 0.3 m/s, respectively, to achieve a recovery of over 90%.
2. Solve eq 2) for \( V_{ul} \).
3. Find the appropriate \( P \), via shooting method, to satisfy all the boundary conditions for eq 3.
4. Set eq 1 equal to zero and solve for \( e_{v1}^{nom} \) and \( e_{v2}^{nom} \). These are the nominal values for the manipulated inputs that will compensate for the current disturbance, \( C_t \), and are components of \( f(x(t)) \).

The control law in eq 5 is used to compute a feedback control action based on the current \( f(x(t)) \) obtained from the above algorithm. This control action is added to the nominal \( e_{v1}^{nom} \) and \( e_{v2}^{nom} \) values and implemented on the valves. This process is repeated at each sampling time to obtain a feedback control action that includes feed-forward compensation. The manipulated inputs can be seen in Figure 18, and compared to Figure 13 the control actions are larger, yet they are within reasonable actuator limits.

The simulation results can be seen as the dotted lines in Figures 14–17. The values of \( V_b \), \( V_r \), and \( V_p \) all stay very close to the steady state values given in Table 1, and the effects of the disturbance are effectively damped. A shorter sampling
Under feed-forward/feedback control with dotted line, the interval would reduce the disturbance effects even further. In this case, the value of $P$ swings sharply in order to compensate for the changing feed conditions. To achieve the desired recovery of over 90% even when the $C(t)$ is much higher than $C_{f}^{*}$, requires very high pressures. This type of control would be advantageous only when product flow rate is a critical parameter that cannot be disturbed, and the RO system is designed to handle such high internal pressures.

6.1.4. Feed-Forward/Feedback Control: $P$ and $v_r$ are the Controlled Outputs. The third simulation scenario does not fall directly under the Lyapunov-based feed-forward/feedback framework utilized in the previous two simulations; however, it is an important one from a practical point of view. For safety reasons, the large internal pressures exemplified in the previous examples motivate the use of feed-forward/feedback control that maintains $P(t)$ at a constant value, $P^{ss}$. In order to accomplish this, another variable (either $v_b$ or $v_l$) must be used to compensate for the effects of $C_l$. The flow rate $v_l$ is often constrained due to the membrane module capacity, so $v_b$ is an excellent candidate for this role. The bypass velocity can vary widely with little to no ill-effect on the system: $v_b$ is readily recycled, there are usually no downstream lines that depend on $v_b$, and there are no dominant safety issues associated with wide $v_b$ variations. The third simulation scenario involves using a Lyapunov-based nonlinear feedback control law similar to the one presented in eq 5. Again, $C_l$ is the same as the previous scenarios, and measurements of the states and disturbance are obtained at a rate of one sample per 60 s. The control action is implemented in a sample-and-hold fashion.

The framework for the feedback control with feed-forward compensation with $P$ and $v_b$, as the controlled outputs is slightly different than the one used in the previous two examples. Specifically, at each sampling time eqs 1–3 are solved for the steady state corresponding to the current $C_l$ value and the desired $P$ and $v_l$ values. This can be done with the following steps:

1. Choose set points for $P$ and $v_t$, in this case $8.6 \times 10^6$ Pa and 0.3 m/s, respectively.

2. Solve eq 3) with the following two boundary conditions using shooting method where an initial guess is made on $v_l(z = 0)$:

\[
C_l(z = 0) = C_f \quad \text{(a)}
\]

\[
v_l(z = L) = \alpha v_l \quad \text{(b)}
\]

3. The resulting value of $v_l(z = 0)$ from the previous step is used to calculate $v_{inf}$.

4. $v_{inf}$ is used with eq 2 to calculate a desired value for $v_b$. This $v_b$ and the set point for $v_l$ designate a new desired operating point where $P(t) = P^{ss}$.

5. Set eq 1 equal to zero, substitute in the values for $P$, $v_l$, and $v_b$, and solve for $e_{v1}^{nom}$ and $e_{v2}^{nom}$.

The control law in eq 5 is then used to compute a control action based on this new operating point provided from the above algorithm. This control action is added to the $e_{v1}^{nom}$ and $e_{v2}^{nom}$ values from the above algorithm and implemented on the valves. This process is repeated at each sample time to obtain a new operating point and compute a control action that has feed-forward and feedback components. In other words, at each sampling time the steady state problem of eqs 1–3 is solved to find the desired operating point where $P(t) = P^{ss}$ and $v_l(t) = v_l^{ss}$, and a control action from a Lyapunov-based control law is implemented based on this new operating point. The manipulated input profiles resulting from this control algorithm, $v_{e1}$ and $v_{e2}$, are shown in Figure 23.

The closed-loop feed-forward/feedback control with $P$ and $v_l$ as controlled outputs can be seen as the dotted line in Figures

Figure 15. Retentate velocity, $v_r$, profiles versus time; open-loop (solid line) and under feed-forward/feedback control with $v_b$ and $v_l$ as controlled outputs (dotted line).

Figure 16. Internal pressure, $P$, profiles versus time; open-loop (solid line) and under feed-forward/feedback control with $v_b$ and $v_l$ as controlled outputs (dotted line).

Figure 17. Product velocity, $v_p$, profiles versus time; open-loop (solid line) and under feed-forward/feedback control with $v_b$ and $v_l$ as controlled outputs (dotted line).
19–22. In this case, the pressure, $P$, stays close to the desired set point, and the effects of the disturbance on pressure and retentate velocity are largely damped. To maintain this pressure, however, the bypass velocity, $V_b$, now varies to a large degree to act as a buffer and absorb the effects of the feed disturbance. The manipulated input $e_{v1}$ also varies to accomplish this control task. This type of feed-forward/feedback control is the best to use in a situation where the plant is operating close to the high pressure constraints, which is usually the case at very high recoveries. This type of control is desirable because the bypass velocity can vary widely with little to no ill effects on the system: $V_b$ is readily recycled, there are usually no downstream structures that depend on $V_b$, and there are no major safety issues associated with wide $V_b$ variations.

Remark 3. Energy efficiency is often a critical concern in the operation of RO plants to minimize environmental and economic costs. Inherently, a bypass line without an energy recovery device is an energy waster because pressurized feedwater is throttled, and energy is lost to friction. It is possible to operate an RO system under a feed-forward/feedback framework as described above using a variable frequency drive (VFD) on the pump. In this case, the control system could...
regulate the VFD and pump speed in order to change system pressure and flow rather than wasting energy by sending pressurized water through a bypass line. For example, if a VFD was used, \( v_f \) could be considered as a manipulated input, and \( v_b \) could be removed from the system. For safety reasons, however, emergency bypass lines that open at a high pressure threshold should still be installed to prevent the accidental overpressurization of the system.

### 6.2. Actuator Failures

This section considers the application of FDI and FTC to handle valve actuator failures. This plant model is the same as the system used in the previous example with the same time varying disturbance on the feed concentration. Additionally the system is considered to have noisy sampled measurements. The retentate velocity measurements are subject to Gaussian noise with a standard deviation of \( 6 \times 10^{-4} \) m/s, and the bypass velocity measurements are subject to Gaussian noise with standard deviation of \( 1.4 \times 10^{-3} \) m/s. The standard deviation of the noise is 0.2% of the nominal flow values. In order to isolate a failure, the sampling time must be much faster than the system dynamics. If the sampling time is too slow, then a failure occurring between sampling times will propagate to all system states, and the FDI filter will not function properly. An adequate sampling time can be estimated by examining the open-loop response time of the system. The sampling time must be significantly shorter than the response

---

Figure 23. Manipulated inputs for the feed-forward/feedback controller with \( P \) and \( v_f \) as the controlled outputs. Control actions applied to \( e_{v1} \) and \( e_{v2} \) are the solid and dotted lines, respectively.

Figure 24. Retentate velocity, \( v_r \), profile versus time; subject to a failure in \( e_{v2} \) (solid line) and with FDIFTC recovery (dotted line).

Figure 25. System pressure, \( P \), profile versus time; subject to a failure in \( e_{v2} \) (solid line) and with FDIFTC recovery (dotted line).

Figure 26. Residual corresponding to the bypass valve versus time. No fault is detected on the bypass valve. The solid line is under the primary control configuration, and the dotted line is under the fall-back configuration.

Figure 27. Residual corresponding to the retentate valve versus time. A fault is detected in this valve at \( t = 592 \) min. The solid line is under the primary control configuration, and the dotted line is under the fall-back configuration.
time. This is practically possible given that the filter only requires measurements of $V_b$ and $V_r$. Furthermore, while the FDI component requires a fast sampling rate in order to do isolation,
the alternative of not implementing FDIFTC where the state may move to an undesired region for all time after an actuator fault. For these two simulations, measurements are available continuously, and the control is sample-and-hold every 60 s. It is also assumed that FTC reconfiguration takes place at the next sample hold interval after detection. A third example displays how FDI performs with sampled measurements that allow for detection but not isolation. The FDIFTC framework allows the resilient operation of the RO system in the presence of valve actuator failures. For this section it is assumed that the fall-back configurations \( k = 2 \) and \( k = 3 \) discussed in the FDIFTC section are available for the operator to use.

6.2.1. Failure of the Retentate Valve. For this simulation, the RO system is subjected to a failure in the retentate valve at \( t = 35 \, 424 \) s where the value of \( \epsilon_{v2} \) gets fixed at \( 1.4 \times 10^8 \). The control in this case is nonlinear feedback control with feed-forward compensation as in section 6.1.4. Measurements are assumed to be available continuously, while control is implemented sample-and-hold fashion with a hold time of 60 s. The profiles for retentate velocity, \( v_r \), and pressure, \( P \), with and without FDIFTC recovery can be seen in Figures 24 and 25. It is clear that if no FDI is used, shown by the solid lines in Figures 24 and 25, then the system states move away from the desired set-point values. However, the FDI filters shown in eq 7 can be used with this system to generate residual plots shown in Figures 26 and 27. The sampling time is fast enough to effectively detect and isolate the failure, so only one of the two residuals responds to the fault. It is clear from the residual plots that the failure has occurred in the retentate valve and not in the bypass valve. This actuator fault isolation could not have been done with inspection of the states alone, because both \( v_b \) and \( v_r \) change significantly upon failure. At the time of detection, \( t = 592 \) min, the system is switched to the appropriate fall-back configuration under FDIFTC, \( k = 2 \) in this case, and the system returns to the desired operating point. At the time of detection the FDI filter is initialized at the current state and is ready to detect an actuator failure in the new configuration.

6.2.2. Failure of the Bypass Valve. This example explores a sudden failure in the bypass valve. At \( t = 35,424 \) the bypass valve resistance goes to the nominal value, \( e_{v1} = e_{v1}^s \), and is fixed. The profiles of the retentate velocity, \( v_r \), and the pressure, \( P \), with FDIFTC recovery can be seen in Figures 28 and 29.

It is clear that if no FDI is used (solid lines in Figures 28 and 29) then the system states respond, and the system moves to an undesirable operating mode. However, FDIFTC can be implemented to regain control. It can be seen in Figures 30 and 31 that the failure has occurred in the bypass line. According to the FDIFTC switching logic, the system can switch to the fall-back configuration where \( k = 3 \). This fall-back configuration uses a fall-back bypass valve to replace \( e_{v1} \), and the controller is able to move the system back to the desired operating point. The FDI filter is initialized after reconfiguration to isolate additional actuator failures. The system recovery under FDIFTC can be seen as the dotted lines in Figures 28 and 29.

6.2.3. Failure of the bypass valve; sampled measurements. The final example presents a case where continuous measurements of the system states are not available. Limitations on sampling time are imposed by the dynamic behavior of flow meters and other sensors. Specifically, flow meters have a dynamic response time that can be characterized by a time constant, and the flow signal takes some finite time to adjust to changes in the pipe flow.28 To this end, sample-and-hold operation, with a sampling time of 60 s, is implemented. The sensor dynamics are assumed to be fast compared to this sampling time and are neglected.

This example includes a sudden failure in the bypass valve; at \( t = 35 \, 424 \) s the bypass valve resistance goes to \( 1.5 \times 10^8 \) and is fixed. The profiles of the retentate velocity, \( v_r \), and the pressure, \( P \), with FDIFTC recovery can be seen in Figures 32 and 33. Both states diverge simultaneously due to this failure.

The FDI filters, shown in Figures 34 and 35, cannot isolate the failure. The failure propagates to both states between consecutive measurements, and thus both residuals exceed the threshold so that it is impossible to isolate the failed actuator. However, the FDI filters still provide fault detection, and the operator could take action at the time of detection to examine the system and search for the source of the failure. Even though FDI is impossible with a large sample period for this system, in practice the dynamics of an RO plant may not be as fast as the dynamics of the model proposed in eq 1. Slower system dynamics would allow for FDI filters to perform adequately even under sampled measurements if the sample time is sufficiently fast compared to the system dynamics.

Figure 34. Residual corresponding to the bypass valve versus time. The residual is exceeded at \( t = 592 \) min.

Figure 35. Residual corresponding to the retentate valve versus time. The residual is exceeded at \( t = 592 \) min.
7. Conclusions

The contributions of this work include the development of a dynamic model for high recovery RO desalination. This model describes the spatial and temporal behavior of a high recovery RO desalination process. Additionally, nonlinear control techniques that include feed-forward/feedback control for disturbance rejection and FDIFTC have been applied to this dynamic model accounting for practical issues such as noisy/sampled measurements, large time varying disturbances, and actuator failures. Nonlinear Lyapunov-based feed-forward/feedback controllers were implemented on the high recovery RO system in simulation examples. The additional feed-forward component in the controller was able to compensate for large time varying disturbances in the feed concentration. FDIFTC methods were applied in simulation examples in order to detect actuator faults and switch appropriately to fall-back configurations avoiding undesired RO system operation.

The first set of simulation studies examined the ability of the feed-forward/feedback control algorithms to handle a large time varying disturbance on the feed concentration. These simulations account for such practical issues as sampled measurements and time-varying disturbances. The first feed-forward/feedback control simulation demonstrated the ability to mitigate disturbances with the system states, \( v_R \) and \( v_a \), as controlled outputs. The pressure, \( P \), in this simulation varied to a large extent (a possible safety concern), and this \( P \) variation motivated the application of feed-forward/feedback control with the pressure and retentate velocity, \( P \) and \( v_a \), as controlled outputs. The second feed-forward/feedback simulation demonstrated the ability to mitigate the effect of the disturbance on the system pressure, \( P \). The second set of simulation studies demonstrated the application of FDI and FTC structures to this RO system. These simulations account for such practical issues as sampled noisy measurements and plant/model parameter mismatch. The first FDIFTC simulation demonstrates the detection, isolation, and appropriate switching when the system is subjected to a failure on the retentate valve. The second FDIFTC simulation demonstrated the detection, isolation, and appropriate switching when the system is subjected to a failure on the bypass valve.
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